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Abstract 

Graph-based document models have good capabilities to reveal inter-dependencies among 
unstructured text data. Natural language processing (NLP) systems that use such models as an 
intermediate representation have shown good performance. This paper proposes a novel fuzzy 
graph-based document model and to demonstrate its effectiveness by applying fuzzy logic 
tools for text summarization. The proposed system accepts a text document as input and 
identifies some of its sentence level features, namely sentence position, sentence length, 
numerical data, thematic word, proper noun, title feature, upper case feature, and sentence 
similarity. The fuzzy membership value of each feature is computed from the sentences. We 
also propose a novel algorithm to construct the fuzzy graph as an intermediate representation 
of the input document. The Recall-Oriented Understudy for Gisting Evaluation (ROUGE) 
metric is used to evaluate the model. The evaluation based on different quality metrics was 
also performed to verify the effectiveness of the model. The ANOVA test confirms the 
hypothesis that the proposed model improves the summarizer performance by 10% when 
compared with the state-of-the-art summarizers employing alternate intermediate 
representations for the input text. 

Keywords: Eigenvalue, Fuzzy graph, Membership function, Natural language processing, 
Summary generation, Text features.
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1. Introduction 

The performance of text processing applications depends on the goodness of the document 
representation used by them. Various text representation models commonly used in natural 
language processing (NLP) are Term Frequency-Inverse Document Frequency (TF-IDF), Bag 
of Words (BOW), word embeddings such as Word2Vec and Global Vectors for word 
representation (GloVe), and transformer-based models such as Bidirectional Encoder 
Representations from Transformers (BERT), each having own strengths and weaknesses in 
processing unstructured text. TF-IDF is useful for determining the importance of a word within 
a document based on its frequency and across multiple documents. But TF-IDF cannot identify 
the words even with a slight change or cannot check the semantics of the documents [1]. BOW 
represents text as a vector disregarding word order but limited in capturing semantic 
relationships [2]. Word embeddings provide a way to represent words as numerical vectors, 
enabling machines to understand the implicit meaning of words based on their context in the 
text. Models like Word2Vec [3] and GloVe [4] excel at capturing these semantic relationships. 
BERT [5] on the other hand, takes contextual information into consideration and uses neural 
networks for understanding words and phrases in a sentence.  

   Graph models offer a different perspective by representing entities as vertices and 
relationships as edge weights [6]. Generally, graphs do not accommodate varying degrees of 
connection strength easily, or may struggle to represent uncertainty or ambiguity in natural 
language effectively [7]. The proposed fuzzy graph document model aims to address this 
limitation by leveraging fuzzy logic principles to compute relationship degrees between 
connected entities more effectively. 

      The fuzzy graph model is constructed by extracting various sentence-level features from 
the input document. The model uses fuzzy membership functions and assigns edge weights in 
the graph. Moreover, it enhances the edge weights by resolving coreferences in the input 
document.  
 
  The paper is structured as follows: Section 2 surveys the related work on the fuzzy graph 
model, sentence ranking, and text summarization, Section 3 defines the problem, and describes 
the design and implementation of the proposed system. The evaluation strategy, results 
obtained, and the observations are covered in Section 4. Section 5 discusses the limitations of 
the work. Concluding remarks are offered in Section 6. 

2. Related Work 

In order to process unstructured text for various NLP tasks, an intermediate representation 
such as a vector model or graph model is required. The most commonly used text vectorization 
method is TF-IDF. TF-IDF indicates the importance of a word within a document by 
computing its weight based on relevance [8]. It also suggests that the importance of a term is 
inversely related to its frequency across multiple documents. The Bag of Word Model (BOW) 
[9] is a vector representation for unstructured text documents. But BOW does not record the 
arrangement of words in the sentence nor says anything about how words are associated with 
sentences. Word embeddings are a technique where individual words are transformed into a 
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numerical representation of the word (a vector). Word2Vec [10] can make strong estimates 
about a word’s meaning based on its occurrences in the text. The Word2Vec model has the 
ability to generate real-valued dense vectors for each word. These vectors are capable of 
capturing linguistic regularities and linear relationships, allowing them to be used in 
mathematical operations like addition and subtraction. GloVe [11] impact suggests finding the 
relationship between two words in terms of probability rather than raw counts; Word 
embedding models use large text corpora, but there are difficulties with rare words that are not 
common in training corpora [12], Word embedding models have difficulty discriminating 
between the different meanings of ambiguous words, as most often these models combine 
different meanings into a single embedding. Moreover, these models analyze words in 
isolation, ignoring the context in which they occur, which means that two identical words used 
in different contexts may have the same embedding, which can lead to the loss of semantic 
information. BERT [13] uses a transformer-based ML model to convert phrases, words, etc. 
into vectors. The key difference between BERT and TF-IDF is that TF-IDF does not provide 
the semantic meaning or context of the words whereas BERT does. Also, BERT uses deep 
neural networks as part of its architecture, meaning that it can be much more computationally 
expensive than TF-IDF.  Matheus A Ferraria et al. Investigates how different text representations 
effect the clustering performance of Artificial Immune Network [14]. The work also 
investigates BOW, Linguistic Inquiry and Word Count (LIWC) [15], Part of Speech Tagging 
(PoS Tagging) [16], MRC [17], Doc2Vec [18], Word2Vec [10,19], and SBERT [20]. 
    The graph model is another intermediate representation and a convenient way of 
representing relationships between entities. The work explains how edge weights are 
computed by using several similarity measures [21-23]. Due to the inherent ambiguity in 
natural language, crisp graphs cannot properly represent relationship degrees [24]. In fuzzy 
graph theory, membership functions play a crucial role in quantifying the degree of 
relationship between adjacent vertices within the graph. These membership functions typically 
assign a value between 0 and 1, representing the strength or degree of connection between the 
vertices. By computing the vertex values based on these membership functions and applying 
operations such as the min operation between adjacent vertices, the edge values in a fuzzy 
graph can be determined. This approach helps in modeling uncertain or imprecise relationships 
within a graph using fuzzy logic concepts [25, 26]. 

The model being proposed aims to establish a novel document model using fuzzy graphs 
for efficiently calculating the degree of relationship between two interconnected entities. The 
focus of the research was on fundamental ideas related to fuzzy sets, operations performed on 
fuzzy sets, building fuzzy graphs, manipulating fuzzy graphs, sentence ranking techniques, 
and more. In 1975, Rosenfield introduced fuzzy relations on fuzzy sets and formulated the 
theory of fuzzy graphs [27]. Zadeh et al. discusses the concepts of fuzzy sets, the operations 
on fuzzy sets, membership function, fuzzification, defuzzification, etc. [28]. Sunitha and Sunil 
Mathew explain the basics of the connection between nodes in a fuzzy graph, edges as well as 
cycles, blocks, and cycle connectivity in fuzzy graphs [29].  The paper discusses about fuzzy 
set theory, fuzzy subsets, fuzzy relation, multi-criteria decision making, etc. [30]. Arya 
Sebastian et al. provide an explanation of the theorems regarding vertex and edge connectivity 
in fuzzy graphs [31]. Beena G. Kittur talks about calculating eigen values in fuzzy graphs [32]. 
The discussion by S.Samanta et.al covers complete fuzzy graphs, generalized fuzzy graphs, 
and matrix representation of fuzzy graphs [33]. Cen Zuo et al. talked about operations in fuzzy 
graphs, as well as their applications, etc. [34]. The work shows how fuzzy graph structure can 
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be used effectively for decision-making [35]. Hypertext Induced Topic Search is a search 
(HITS) algorithm that ranks web pages based on their relevance and authority [36]. Positional 
power function [37] and eigen analysis are utilized for determining the ranking of sentences 
[38]. The work ranks sentences for text summarization using the page rank algorithm [39]. H. 
S. Wilf has assessed the concept of eigenvectors for ranking to analyze the importance of web 
pages [40]. The important sentences in the text summarization could also be determined by 
graph based lexical centrality [41, 42]. The work incorporates improvement in the edge weight 
scores for the most relevant sentences by considering the relative position of sentences within 
the document [43]. In this work the communities are constructed in the form of graphs from 
documents [44]. The text document is converted to graph and summary generation is done by 
ranking sentences [45]. Abeer Alzuhair et al. compared different similarity measures and 
ranking methods in an undirected weighted graph model [46]. The work builds a correlation 
graph, in which the vertices are frequent item sets extracted by using association rule mining, 
and the edge weight represents the correlation between node pairs [47]. The work builds a 
framework for analyzing long and short-term topics over time and the user’s reaction to the 
topics. The topics were extracted by using the weight calculated for the topic [48]. 

  
   The sentence is an important linguistic unit of natural language. TF-IDF, BOW, 

Word2vec, and GloVe are word representations, but the proposed model defined the vectors 
for each sentence of a document based on special features, as discussed in Sec.3. To enhance 
the efficiency of the proposed system, we have designed an algorithm for constructing good 
intermediate document representation in the form of a fuzzy graph, by analyzing the vector 
representations of each sentence in the input document, with very simple architecture and 
reasonable computational cost. 
 
Now the problem can be stated as follows: 
 
The objective is to design a fuzzy graph based document model and to prove its effectiveness 
by applying it to a text processing task such as summarization. For this, significant sentence 
level features from the input document have to be identified and fuzzy membership functions 
have to be computed. 
The proposed fuzzy graph construction algorithm involves the following steps: 

1.         Identify the sentence level features for the construction of the fuzzy graph model of 
the  document. 
2. Define the fuzzy membership function for each of the identified features. 
3. Assign weights for each feature using algorithm 6. 
4. Compute the strength of each sentence based on the fuzzy membership 
 function of each identified feature. 
5. Construct the fuzzy graph using algorithm 4. 
6. Measure the effectiveness of the constructed fuzzy graph using the procedure in Sec.4. 
The details follow. 
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3. The Proposed Solution 
The fuzzy graph model construction method is described in this section. To process the text 
document, the proposed algorithm assigns weights for each sentence based on how well it 
expresses some of the important information in the document. Significant information in the 
sentences is called text features.  

    The proposed system represents the input document D as a vector of sentences 𝑆𝑆1, 𝑆𝑆2, 𝑆𝑆3, 
𝑆𝑆𝑖𝑖, ...., 𝑆𝑆n where n is the total number of sentences in D, 1 ≤ i ≤ n. The fuzzy graph model of 
the document is composed of nodes (representing the sentences), and edges representing the 
relationship between the connected nodes. Each edge weight between the connected nodes of 
a fuzzy graph G: (σ, µ) represents the strength of the underlying relationship. The weight of a 
node represents the relative importance of the underlying sentence within the document. 

After resolving the coreferences in the input document, the work primarily consists of the 
following steps: 

i Based on the requirement of the application, identify the text features 
ii Assign weights to each feature based on feature priorities 
iii Construct the matrix: sentence X feature-weight by analyzing each sentence of the 

input document 
iv Compute the matrix: sentence X feature-strength 
v Construct the fuzzy graph, G from the sentence X feature-strength matrix 
vi Evaluate the effectiveness of the constructed fuzzy graph 
 

 
3.1 Coreference Resolution 
Two noun phrases are said to be coreferring to each other, if both of them resolve unique 
referent unambiguously. It is a two-step process namely, antecedent identification and 
corresponding mention identification. Resolving coreferent affects the results of NLP 
application to a great degree and can be applied to a variety of NLP tasks such as text 
understanding, information extraction, machine translation, sentiment analysis, document 
summarization, etc. Humans use many kinds of knowledge and signals to resolve ambiguity. 
We need to know a lot of context and information to figure out what a word actually refers to. 
    The proposed model adopts the work, which is a pipeline extension for spaCy 2.1+ that 
resolves coreference clusters using a neural network. The model uses word embedding of 
several words inside and around each mention to obtain the feature representation for each 
mention. Subsequently, these feature values are loaded into two neural networks. The first of 
these networks gives us a score for each pair of mentions, a possible antecedent, and the second 
network computes a score for each mention having no antecedent. All computed scores are 
compared to get the highest score which decides the correct mention of an antecedent. It is 
observed that there is a significant improvement in the performance of the proposed system 
after performing coreference resolution [49]. 
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Fig. 1. System Design 

 

3.2 Feature Extraction and Membership function definition 
The text features required for the specific application were extracted from each sentence of the 
input text to compute the strength of each vertex of the fuzzy graph model, so as to extract and 
contribute relevant information for the application. The following significant features were 
identified based on the hypothesis [50] and the membership function was defined for each text 
feature by the intuition method [51]. 
  The following membership functions were defined for the construction of the proposed model. 
 
1. Sentence position: 
This hypothesis states that certain positions within the sentence such as the beginning, middle, 
or last of the document may carry information required for the construction of the fuzzy graph 
model of that document.  

                  
                                     

 

                 
(1)  

where 1 ≤ i ≤ n; n= No: of sentences in the input document. 
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2. Sentence length: 
In most cases, sentences with fewer words contain less information. The model assumes that 
longer sentences carry more relevant information. 

                                             (2) 

where |Si  | is the  length of ith sentence and |Slongest | is the length of longest sentence 
among all the sentences.       
 
3. Numerical data: 
It is observed that sentences that contain numerical entities like date, year, amount, etc., carry 
relevant and critical information. The work assumes that this hypothesis strengthens fuzzy 
graph vertex. 

                                                                                                                                                            
    

                                                                    
(3) 

 
where Nnum_data(Si) is the total number of numerical information in the sentence (Si) and  |Si | is 
the length of ith sentence in words. 
 
4. Thematic Word: 
A few words occur frequently; most probably, they represent the context of the document, and 
sentences containing these words are considered important. The model expects that these 
sentences will make a significant contribution to the construction of the fuzzy graph. 

                                              (4) 

                                           
where NThematic(Si) is the number of thematic words in a sentence Si   and |Si |  is the length of the 
ith sentence in words. 
 
5. Proper noun: 
The sentence containing the proper noun, named entity, carries information about a person, 
place, or thing. Therefore, these sentences may play a major role in the construction of the 
fuzzy graph. 

                                                                      
 
                                                                                                                                                  (5) 
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where Npro_noun(Si) is the number of proper nouns in Si  and |Si | is the length of the sentence Si 

in words. 
 
6. Title feature:  
A sentence containing words in the title must be considered as important. The membership 
function for the sentence Si is calculated as the ratio of the number of title words occurring in 
the sentence Si to the total number of words in the title T, where 1 ≤ i ≤ n. It is defined as: 

                                                                  

 

                                                                                                            (6) 

7. Upper case: 
In this work, the sentences carrying uppercase words have more priority than the other 
sentences.   

                       (7) 

 

where NUpp (Si) is the total count of uppercase words in Si and lar(NUpp(S)) denotes the largest 
count of uppercase words among the sentences Si in the document, where 1 ≤ i ≤ n.  
 

8. Cue phrases: 
Certain words and phrases like ‘significant’, ‘in this paper’, ’we show’, etc., explicitly signal 
importance, and the sentences containing these words have to be extracted to strengthen the 
vertex weights and edge weights in the graph.  

 
 
 
(8)    
 

 
9. Sentence-sentence similarity: 
This feature is used to identify the central aspects of the document.  
 

 
 
 

(9)      
  

where max (Sim (Si, Sj)) is the maximum similarity between ith sentence and jth sentence. 
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3.3 Feature Weights 
The 9 features used by the model are divided into two sets, namely feature_set1 and feature 
_set2. The priority of elements in feature_set1 is greater than those in feature _ set2. The 
members of feature_set1 are fcue_phrases, fnum_data, fupp_case. The specialty of these features is that 
the features rarely occur in sentences, but the infrequent features provide a high impact on the 
applications. As in TF-IDF the importance of a feature is inversely related to its frequency 
across document. The priority of the features in feature_set1 was assigned by analyzing the 
sentences in the text document and their summary. The weights for features in feature_set1 
were assigned in the order of priority are fnum_data, fupp_case, fcue_phrases. The weights assigned to 
each feature are in between 0 and 1. The value of wi  associated with each feature, featurei  

reflects the importance of the feature over another. The remaining 6 features are included in 
the feature_set2. The feature priorities of features in feature_set2 are determined by Algorithm 
6. 

3.4 Feature Strength Computation for each Sentence 
The strength of each sentence is calculated as a weighted sum of feature values. The feature 
strength calculation of each sentence in the text document is shown in the Algorithm 1. 
 

 
                                  Algorithm 1 Sentence Feature Strength Computation 

 
Input: Text document. 
Output: Feature strength of each sentence of the text document. 
         /*n= No: of sentences in the text document. */ 

        /* k be the no: of text features identified by the model. */ 
1 k=9 
2 i=1         
3 while i≤ n do 
4     sentence_feature_strength=0 
5   j=1 
6  while j≤ k do  
        /* w(fj) is the weight assigned to the jth feature. */ 
7          w(fj)=feature_weight(fj)    
       /* value(fj) is the feature value of jth feature computed by 
 the membership function*/ 
8                               sentence_feature_strength= sentence_feature_strength+  
                                  (value(fj)*w(fj))    
9                             j=j+1 
10                      end while 
11     sentence _feature _strength[i] = sentence_feature_strength 
12                   i=i+1 
13         end while 
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3.4.1    Fuzzy graph vertex initialization 
For the construction of the proposed fuzzy graph model, the vertices of the fuzzy graph have 
to be initialized. The initialization of fuzzy graph vertices is shown in Algorithm 2. 

 
Algorithm 2 Fuzzy-graph-vertex-initialization 

 
Input: n= Number of sentences in the input document. 
Output: Fuzzy Graph G initialized with ’n’ vertices, where n is the number 
of sentences in the input document, and vertex values initialized to 0. 
     /* n=No: sentences in the input document. */ 
1 for i= 1 to n do 
2                for each sentence (Si) 
3                     Create vertex (Vi) 
4                        Vertex_value (Vi)=0 
5               end for 
6           end for 

 
 

3.4.2 Vertex value assignment 
Each sentence in the text document was analyzed for building the fuzzy graph. For each 
sentence, feature identification and its membership functions were defined. The membership 
value lies between [0, 1]. The membership values of each vertex were initialized as proposed 
by [35]. Edge membership values between two vertices are then taken based on vertex 
membership values as proposed by [31]. In this study, sentences were considered as the 
vertices of the fuzzy graph. The vertex value of the fuzzy graph was determined using the 
sentence_feature_strength value. The membership value of each sentence (𝑆𝑆𝑖𝑖) was calculated 
using the Algorithm 3 and it is assigned to the 𝑖𝑖𝑡𝑡ℎ vertex of the fuzzy graph. 

 
Algorithm 3 Fuzzy graph vertex value assignment 

 
Input: Fuzzy graph G with n vertices 
Output: Vertex value assignment of Fuzzy graph G  
     /*n= No: of sentences in the input document*/ 
1  max_strength=max (sentence_feature_strength(S1,S2…,Sn)) 
2   for i= 1 to n 
3      V(i)=sentence_feature_strength[i]/max_strength         
  where Si is the ith sentence and sentence_feature_strength (Si) is the feature strength of the    
   sentence Si 

4  end for 
 

 
3.5 Fuzzy Graph Construction 
For the construction of the proposed fuzzy graph model, the vertices of the fuzzy graph have 
to be initialized. The initialization of fuzzy graph vertices is shown in Algorithm: 2. The 
membership value of each sentence (Si) is computed using Algorithm 3. The membership 
values of the vertex were initialized first as proposed by [35].  The edge membership value 
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between two vertices of a fuzzy graph were computed based on vertex membership values as 
proposed by [31]. The fuzzy graph is represented by the following function G: (σ, µ) where σ 
is a fuzzy subset of X and µ is a symmetric relation on σ i.e. σ: X ➝ [0,1], µ X 𝗑𝗑 X ➝ [0,1], 
such that µ(x,y) ≤ σ(x)∧σ(y) ∀x, ∀y in X. The membership strength of the sentence Si is assigned 
as the vertex values vi ∀vi. The edge weights between the vertices (vi,vj )  where  1 ≤ i ≤ n , 1 ≤ 
j ≤ n , i ≠ j of the fuzzy graph are computed using the fuzzy intersection operation. When two 
fuzzy sets overlap, they indicate how closely they are related. The lower membership value in 
both sets of each element is assigned as the degree of membership. Let A and B be two fuzzy 
sets, The intersection operation and the value of the membership function is expressed as: µ(A, 

B) (x)= min {µA (x), µB (x)} [51]. Fig.  2 shows the fuzzy graph G = (σ, µ) constructed using the 
Algorithm 4 for the document having 5 sentences. µ (vi, vj) ≤ σ(vi)∧σ(vj) ∀vi,∀vj ∈ V , i, j = 1, 2, 
3,.....n , where n is the number of vertices in G. 

 
Fig. 2. Fuzzy Graph 

 
Algorithm 4 Fuzzy graph Computation 

 
Input: n number of vertices with vertex value initialized by Algorithm 3. 
Output: The fuzzy graph G :(σ, µ) 
        /* Initialize the number of vertices as the sentence count of the input document. */ 
        /* n = No: of the sentence in the text document*/ 
1            for i = 1 to n -1 
2                   for j = i+1 to n 

 /*  ev(i, j) is the edge weight  between  vertices vi and vj,  and it is  obtained after   
      applying fuzzy intersection operation */ 

3                       for each edge e, between <V(i), V(j)>  do             
4                              ev(i,j) = min(µv(i)(x), µv(j) (x))     
5                       end for 
6                    end for 
7            end for 
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3.6 Weighted Feature Inter-Sentence Correlation 
Any graph can be represented in the form of a matrix [52]. The Weighted Feature Inter-
Sentence matrix S computed from the fuzzy graph G is a symmetric one. In the adjacency 
matrix, the rows and columns are represented by the sentences of the document.  Each entry 
in Sij represents the degree of similarity between sentences Si and Sj and its values are in the 
range [0,1]. The weighted-feature inter-sentence similarity was captured using the inter-
sentence correlation matrix. 
 
3.7 Assessing the effectiveness of the model  
The effectiveness of the constructed fuzzy graph was evaluated by inputting it into a text 
summarizer that uses eigen analysis. The summary thus obtained was compared with the 
summaries generated by three standard summarizers and summaries from Kaggle Dataset. 

 
Algorithm 5 Summary Generation 

 
    Input: Weighted-Feature, Inter-Sentence Correlation matrix (WFISC) constructed from      
                fuzzy graph G     
    Output: Document summary, Simp  for the input document D. 

1 Read the WFISC matrix. 
2 Compute the eigen values of WFISC matrix 
3 Compute the eigen vectors of WFISC   
4       Return the sentence Simp, corresponding to the largest eigen vector. 
5       By considering the sentences Simp, from the document D, output the summary. 

 
 
3.8 Priority Computation for Features 
The relative weights need to be assigned for each feature based on the feature priorities so as 
to improve the quality of the application. The feature priorities were identified using the 
algorithm: 6. The feature priorities of the elements in the feature_set2 in the decreasing order 
are fsent_length , fsent_position , ftit_feature , fpro_noun , fthem_word , fsent_similarity. 

 
 

4. Experimental Results and Discussion. 
4.1 Dataset 
The dataset is made up of samples from news articles. The Kaggle dataset [54] for news articles 
is  used for the model evaluation. The generated summary was N% of the input document, 
where N is the percentage of summary required by the user. The 100 documents and its 
summary were taken from the Kaggle dataset. The proposed system and QuillBot’s online 
summary tool were both used to generate the summary from the same dataset. The 30 input 
documents and the summary generated by the three systems were distributed to 25 unbiased 
humans and evaluated by them. 
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Algorithm 6 Feature priority Computation and weight assignment for feature 

 
Input: The 6 features in the feature_set2. 
Output: Assignment of feature priorities. 
         
         /* m is the No: of input documents in the dataset*/ 
1        for d = 1 to m do    
         /* n = No. of sentences in the text document*/ 
2 for j= 1 to n do  
        /* f2n  is the No: features in the feature_set2*/ 
3              for i = 1 to f2n do  
4                       Sent_feature_strength[j,i]=membership value(featurei) 
5                  end for 
6            end for 
7     Initialize the fuzzy graph vertex using the algorithm  
            Fuzzy-graph-vertex-initialization for the text document-d 
8     Assign the value to each vertex of the fuzzy graph by the algorithm  
           Fuzzy graph-vertex value-Assignment 
9     Construct the fuzzy graph by using the Fuzzy graph computation algorithm. 
10   Generate the summary of the document-d by Algorithm 5         
11   Evaluate Rouge-1, Rouge-2, Rouge-L values. 
12   Extract the precision, recall, and F Measure values 
13   end for 
14   for i=1 to m do     
15      precision=precision+ (precision value(ithdocument)) 
16      recall=recall+ (recall value(ithdocument)) 
17      F-measure=F-measure+ (F-measure value(ithdocument))      
18   end for 
19      avg-precision=precision/m 
20 avg-recall=recall/m 
21 avg-F-measure value=F-measure/m    
22 Sort the average precision values 
23        Assign weights to the features based on sorted average precision 
 values with the highest weight assign to the feature having the  
 highest  average precision value. 
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Fig. 3. Fuzzy graph Summarizer architecture 

4.2 Evaluation of the Model 
We used an eigen-analysis-based text summarizer for evaluating the effectiveness of our model. 
The model was evaluated by unbiased human judges using different quality metrics. The 
model was also evaluated by ROUGE (Recall-Oriented Understudy for Gisting Evaluation) 
[53]. ROUGE evaluated the summary generated by the proposed system with the summaries 
generated by the state-of-the-art summarizers such as Similarity graph Summarizer, EMM 
summarizer, BERT Extractive Summarizer and summaries from Kaggle Dataset. The 
reference summary selected for the evaluation of the model was the one by QuillBot online 
summarizer. It is an online summarizing tool for documents like news articles, research papers, 
etc. Kaggle dataset contains 4515 samples and their summaries. The summary generated by 
the proposed model was evaluated using ROUGE-1, ROUGE-2, and ROUGE-L metrics also. 

4.3 Evaluation of the Model using One-Way ANOVA Test 
In order to assess the results of the Fuzzy graph Summarizer, the One-Way ANOVA statistical 
test was performed. It tells us if there is any significant difference between the summary mean 
of the three groups. In this work, the summaries generated by using three different algorithms 
were subjected to comparison. The One-way ANOVA test was performed on a summary 
generated by EMM summarizer [55], QuillBot online summary, and summary generated by 
the proposed Fuzzy graph Summarizer. The null hypothesis H0 states that after evaluating the 
three different summary groups by unbiased humans, there is no difference between the means 
of these summary groups. The alternate hypothesis Ha states that after evaluating the three 
summary groups by unbiased humans, there is a significant difference between the means of 
summary groups and also there is a significant improvement in the mean value of the proposed 
model compared to similarity graph summary and summary generated by EMM summarizer. 
The One-Way ANOVA test was performed over a randomly selected population of 30 samples 
of news articles and their summaries. The calculated P-value was less than 0.05. Results after 
the One-way ANOVA-test proved that the alternate hypothesis is strongly true. 



2192                                                                           Aswathy M R et al.: Effectiveness of Fuzzy Graph Based Document Model 

 

4.4 Comparison with Other Summarization Models 
 
The work compares the F-measure and Recall of graph based summarizers that use different 
sentence ranking methods for extractive summarization [56]. This comparison shows that the 
summarizer that uses Page Rank algorithm for sentence ranking reports the highest accuracy 
[56]. So the summary generated by the Fuzzy graph Summarizer was compared with the one 
generated by the Similarity graph Summarizer which uses cosine similarity and  Page Rank. 
The Fuzzy graph Summarizer's performance, as measured by F1 scores for ROUGE, is: 
Rouge-1 - 0.72, Rouge-2 - 0.66, Rouge-L 0.71, compared to the Similarity graph Summarizer's 
F1 scores of 0.5, 0.4, and 0.53 for Rouge-1, Rouge-2, and Rouge-L respectively. The 
comparison showed that the performance of proposed Fuzzy graph Summarizer to be superior 
to that of the Similarity graph Summarizers, as shown in Fig. 4.  
 

 
 

             Fuzzy Graph Summarizer                                 Similarity Graph Summarizer 
 

Fig. 4. F-measure based comparison of the proposed Fuzzy graph Summarizer and Similarity graph 
Summarizer 

 
In order to assess the performance of the Fuzzy graph Summarizer, the results were also 
compared with those from other text summarizers, including the EMM summarizer, summary 
from the Kaggle dataset. The reference summary was taken as the summary generated by the 
QuillBot online summarizer. The system summaries for comparison were obtained from Fuzzy 
graph Summarizer, summary from Kaggle dataset and by the EMM Summarizer. Rouge-1 
refers to the overlap of unigrams between model summary and reference summary. Rouge-2 
refers to the overlap of bigrams between model summary and reference summary.  Rouge-L 
measures longest matching sequence of words using longest common subsequence. Fig. 5 and 
Fig. 6 provide information about the average precision and recall value of different 
summarization models obtained after evaluating the summaries using Rouge-1, Rouge-2 and 
Rouge-L and it was observed that the Fuzzy graph Summarizer which utilizes the proposed 
fuzzy graph, yields good performance compared to other models. 
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Fig. 5. Comparison of precision values for different summarization models. 

 
 

 
Fig. 6. Comparison of recall values for different summarization models. 
 

The evaluation of the 100 documents from the Kaggle dataset involved a thorough analysis 
using Fuzzy graph Summarizer and the BERT Extractive Summarizer [57]. Fig. 7 illustrates 
the comparison of the F-measure scores between two summarization techniques. The 
evaluation showed that the summary generated by the proposed Fuzzy graph Summarizer is 
better than the latter in the sense that the generated summary was informative, understandable, 
and also preserving the chronological order. 
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Fig. 7. F- Measure comparison of Fuzzy graph Summarizer and BERT Extractive summarizer 

 
5. Limitations and Suggestions for Future Work 

The proposed model considered only nine significant sentence features. Incorporating 
significant sentence-level features such as date and quotation marks will enhance the 
effectiveness of the model. Employing the membership function to compute semantic 
similarity between sentences can significantly enhance the proposed system’s ability to model 
text.  
    The concepts used for constructing the fuzzy graph from text can be used for a variety of 
NLP applications, such as quantifying the relationship between entities, identifying important 
paragraphs in a text document, question-answering, opinion mining, relation extraction, etc,. 
The effectiveness of the proposed model can be explored in such NL tasks as a future work. 
 

6. Conclusion 
 

The paper proposes a novel algorithm for fuzzy graph based document modeling and shows 
that the model is an effective one by applying it to the text summarization task. For this, nine 
sentence features are identified from the input document. Appropriate fuzzy membership 
functions are defined for each feature. Each vertex in the graph corresponds to a sentence in 
the document. Each edge has a weight computed by considering the membership values of the 
nine features identified. The usefulness of the constructed fuzzy graph as an intermediate 
representation of the document is assessed by applying it to the Fuzzy graph Summarizer, 
which uses eigen analysis for ranking the sentences to generate a meaningful extractive 
summary. The performance of the proposed model was evaluated by comparing the quality of 
the summary thus generated, with the summaries generated by the state-of-the-art online 
summarizer (QuillBot) and the Kaggle dataset summary. Measures such as ROUGE-1, 
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ROUGE-2, and ROUGE-L are used for evaluation. The summarizer that uses fuzzy graph as 
intermediate representation showed better performance than the other summarizers, which 
proves that the proposed fuzzy graph model of text documents is very effective. 
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